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Abstract

Semantically meaningful image manipulation often involves laborious manual
human examination for each desired manipulation. Recent success suggests that
leveraging the representation power of existing Contrastive Language-Image Pre-
training (CLIP) models with the generative power of StyleGAN can successfully
manipulate a given image driven by textual semantics. Following this, we explore
adding a new modality, Sound, which can convey a different view of dynamic se-
mantic information and thus can reinforce control strength over the semantic image
manipulation. Our audio encoder is trained to produce a latent representation from
an audio input, which is forced to be aligned with image and text representations in
the same CLIP embedding space. Given such aligned embeddings, we use a direct
latent optimization method so that an input image is modified in response to a
user-provided sound input. We quantitatively and qualitatively demonstrate the ef-
fectiveness of our approach, and we observe our sound-guided image manipulation
approach can produce semantically meaningful images.

“Fire crackling” “Underwater bubbling”“Siren” “Wind noise”“Fire crackling” “Baby laughter” “Sobbing”
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Figure 1: Our sound-guided image manipulation examples. Our model manipulates input images
(top row) based on the user-provided sound inputs (e.g. fire crackling, siren, underwater bubbling, or
wind noise), which produces sound-driven manipulated results (bottom row).

1 Introduction
Semantic image manipulation requires modifying the image appearance in response to a user-
controlled way, while preserving contextual information as well as the realism of the result. Producing
semantically meaningful images are further challenging as it involves laborious manual human
examination for each desired manipulation. Recently, several approaches have been proposed for
manipulating images through guidance of diverse styles [3, 11, 10, 12, 17]. Especially, a text-driven
image manipulation method called StyleCLIP [12] considered leveraging the representational power
of Contrastive Language-Image Pre-training (CLIP) [14] models to produce semantically meaningful
manipulations given text input.
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In this work, we introduce a novel image manipulation approach that is driven by audio semantics,
i.e. as shown in Figure 1, an image of an old car is manipulated into an old car with fire truck-like
exterior appearance. Our model consists of two main stages: (i) the CLIP-based Contrastive Latent
Representation Learning where an audio encoder is trained to produce a latent representation that is
aligned with textual and visual semantics by leveraging the representation power of pre-trained CLIP
models. (ii) the Sound-Guided Image Manipulation where we use the direct latent code optimization
to produce a semantically meaningful image in response to a user-provided sound input.

Our main contributions are listed as follows: (i) Expanding the modality space of CLIP to make
shareable embedding space among audio, image, and text. (ii) Enabling semantic-level image manip-
ulation solely based on the given audio information. (iii) Providing dynamic image manipulation
using style-mixing latent codes guided by multi-modal data (audio and text).

2 Related Work
Interpreting Latent Space in StyleGAN. The intermediate latent space in pre-trained StyleGAN [8]
solves the disentanglement issue and allows the generated images to be manipulated meaningfully
according to changes in the latent space. GANSpace [6] and StyleSpace [16] allow image manipula-
tion with interpretable controls from a pre-trained GAN generator. However, these works have not
invested on the audio sequences. Our approach controls StyleGAN2’s generator given an input audio
to perform an sound-guided image manipulation.

Text-guided Image Manipulation. Text-guided image manipulation is the most widely studied
among guidance based tasks. SISGAN [3] employed the GAN-based encoder-decoder structure to
preserve the features of the image while presenting image manipulations corresponding to the text
description. Several local text-adaptive discriminators in TAGAN [11] classify attributes indepen-
dently and provide feedback to the generator. ManiGAN [10] proposes a multi-stage network for
cross-modality representations of text and image through a text-image affine combination module.
Unlike above works, StyleCLIP [12] and TediGAN [17] utilize the latent space of the pre-trained
StyleGAN and the prior knowledge from CLIP. StyleCLIP performed image manipulation using
three techniques including latent optimization, latent mapper, and global direction. TediGAN enabled
image generation and manipulation using GAN inversion technique using multi-modal mapping.

Sound-guided Image Manipulation. Few approaches have been introduced for the sound-guided
image manipulation task. Prior work mainly focuses on music, (instead of using sound semantics),
including music-to-visual style transfer with cross-modal learning strategy [9], a neural music
visualizer by mapping music embeddings to visual embeddings from StyleGAN [7], and audio-
reactive latent vector interpolation [1]. Instead of using music, we focus on sound, which can convey
more rich semantic information. Moreover, we leverage the representation power of existing CLIP
models to train our audio encoder, which gives benefit of producing semantically meaningful results.

3 Method
We follow the existing text-guided image manipulation model, called StyleCLIP [12], which first
trains the image and audio encoders to produce similar latent representations. After the pre-training
step, encoders are frozen and used to manipulate images according to a target text input (e.g. images
with different facial expressions can be manipulated with different text inputs). In this work, we add
audio as extra modality source. Our audio encoder is trained (using a similar contrastive learning
loss) to produce a latent representation that is aligned with pre-trained StyleCLIP’s text and image
encoders. As shown in Figure 2, such aligned representations can be used for image manipulation
with the given audio input like StyleCLIP. Our model consists of two main steps: (i) the CLIP-based
Contrastive Latent Representation Learning and (ii) the Sound-guided Image Manipulation. Details
of each step are explained as follows.

CLIP-based Contrastive Latent Representation Learning Our audio encoder takes melspectro-
gram acoustic features as an input and produces a d-dimensional latent representation. We use
ResNet-50 architecture as a backbone and adopt the contrastive learning approach. Here, the latent
representations of a positive multi-modal pair (e.g. sound of fire and a text of “fire crackling”) from
audio and text encoders are pulled together while latent representations of a negative pair are pushed
apart from each other. We employ following contrastive loss function Lcon to train our audio encoder:
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Figure 2: An overview of our proposed approach, which consists of two main steps: (i) the CLIP-based
Contrastive Latent Representation Learning step and (ii) the Sound-Guided Image Manipulation step.
In (i), we train a set of encoders with different modalities (i.e. audio, text and image) to produce the
matched latent representations. Exemplary representations for a triplet pair (audio input: “Giggling”,
text input: "people giggling", and corresponding image) are pulled together in the embedding (CLIP)
space (Left). In (ii), we use a direct code optimization approach. Here, a source latent code is
modified in response to a user-provided audio input (Right).

Lcon =

N∑
i=1

N∑
j=1

y · log(ai · tj) + (1− y) · log(1− ai · tj) (1)

where we optimize cosine similarity between the audio embedding a ∈ Rd and the text embedding
t ∈ Rd. We use an indicator variable y where we set y = 1 for the positive pairs, otherwise y = 0. N
represents the batch size and · is the Euclidean dot product. We use over 200k audio sources from
VGG Sound dataset [2] and over 2.1M from Audioset [5] for training our audio encoder. Note that the
corresponding text prompts are extracted from the ground truth labels. The text prompt describes the
occurrence of dynamic actions or events, such as “playing violin” or “baby laughing”. Furthermore,
we augmented text data by (i) replacing words with synonyms, (ii) applying a random permutation
of words, and (iii) inserting random words. We find synonyms of given word from Wordnet [4] and
insert the synonym anywhere in the sentence. For example, we augmente original texts ("rowboat,
canoe, kayak rowing") to produce new texts ("row canoe, kayak quarrel rowboat").

Sound-guided Image Manipulation We employ the direct latent code optimization for sound-guided
image manipulation by solving the following optimization problem:

Lman = argmin
wa∈W

dcosine(G(wa), a) + λL2
||wa − ws||2 + λIDLID (2)

where a given source latent code ws ∈ W , input latent code wa∈ W , and StyleGAN-based generator
G. With such an optimization scheme, we minimize the cosine distance between the embedding
vectors of the manipulated image G(wa) and the audio input. Therefore, the input image is modified
in response to a user-provided audio input. The L2 distance in latent space is used to regulate the
similarity to the input image with a hyperparameter λL2 . Furthermore, the similarity to the input
image is controlled by the identity loss LID, which only changes a person’s visual characteristics (e.g.
giggling or crying) without shifting identity. Also, we disable the identity loss for other objects by
setting λID = 0.

4 Results
Qualitative Analysis. In Figure 3 (a), we provide examples of our audio-driven manipulation results
(middle row). We adopt six different audio clips including “baby crying”, “people giggling”, “noise
blowing”, “explosion”, “fire crackling”, and “thunderstorm”. Moreover, we compare our result with
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Figure 3: (a) Examples of our generated audio-driven manipulation (2nd row) from an input image (1st
row). For comparison, we also provide results of text-driven manipulation (bottom row). The audio
and text prompts are explained at the bottom of each image. (b) An example of image manipulation
jointly with the audio (“people giggling”) and text inputs (“black woman”).

text-driven approach (bottom row). We observe that the proposed method successfully carry out image
manipulation with the audio input while preserving identity and key visual attributes. Figure 3(b)
demonstrates that proposed audio-driven approach could be used with text-driven manipulation
as well. For instance, a text prompt “Black woman” and an audio input “people giggling” could
manipulate a white woman portrait into a giggling black woman portrait. We showcase more diverse
examples in the supplemental material (see Supplemental Figure 1 and Figure 2).

Quantitative Evaluation. We further analyze the effectiveness of our proposed audio-driven image
manipulation approach quantitatively. First, we measure performance on the downstream semantic-
level classification task. Given the audio embeddings from our pre-trained audio encoder, we train a
linear classifier to recognize eight semantic labels including giggling, sobbing, nose-blowing, wind,
fire crackling, underwater bubbling, explosion, and thunderstorm. As shown in Supplemental Table 1,
we generally outperform existing text-driven manipulation approach with better semantically-rich
latent representation. Then, we compare the cosine similarity between text-guided and sound-guided
latent representations. As demonstrated in Supplemental Table 2, the latent representations generally
exhibit a high-level characteristic of the content.

We also evaluate the distinguishability of the feature vector from the proposed audio encoder by
comparing the downstream zero-shot classification task. As a baseline model, we use a ResNet50-
based classifier, which is trained end-to-end from scratch (i.e. random initialization). We use two
datasets: (i) Environment Sound Classification dataset (ESC-50) [13], which comprises of 2000 clips
of 5 s length from 50 classes. Note that each of these clips was sampled at 44.1 kHz, with a length of
5 s. (ii) The UrbanSound8k dataset [15] contains 8732 clips from 10 classes. Each audio is less than
4 s long and is sampled at frequencies of 16 to 48 kHz. As shown in Supplemental Table 3, our audio
encoder shows better classification performance than the baseline.

5 Conclusion
We propose a method for guiding the image manipulation direction with the intrinsic meaning of
given audio input. We take the user-provided audio input into the latent space of StyleGAN2 and the
CLIP embedding space where the latent code is aligned with the audio, enabling meaningful image
manipulation reflecting the content of the audio. Our model produces a variety of manipulations
based on various audio inputs relating to wind, fire, explosion, thunderstorm, rain, giggling, and
nose blowing. We observe that an audio input can successfully provide a semantic cue to manipulate
images accordingly.
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